
IARJSET      ISSN (Online) 2393-8021 
ISSN (Print) 2394-1588 

 

International Advanced Research Journal in Science, Engineering and Technology 
 Vol. 3, Issue 1, January 2016 
 

Copyright to IARJSET                                  DOI 10.17148/IARJSET.2016.3109                                            40 

Some Test Procedures and Their Performance 

under Umbrella Alternatives 
 

Sanhita Sarmah
1
 and Bipin Gogoi

2
 

Research Scholar, Department of Statistics, Dibrugarh University
1 

Professor, Dept. of Statistics, Dibrugarh University
2 

 

Abstract: Performance of Mack-Wolfe type test using different scores suitable for long tail, short tail, right skewed 

distributions under Umbrella alternatives are studied. We also compare the performance of this type test with the 

Jonckheere test of ordered alternative and general classical F- statistic considering various combinations of parameters. 

Results are obtained by simulation technique repeating 10,000 times. These results are presented in different tables. 
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1. INTRODUCTION 
 

Test procedures for k-sample problem, where the 

alternatives of interest are of the form  

)(...)()()(...)()(
1121

xFxFxFxFxFxF
klll




 for all x , with at least one strict inequality are referred to 

as umbrella alternatives, and the point(peak)  l   is known 

as the umbrella point. 

Let  Xi1 , . . . , Xin
i
 , i = 1, . . . ,k , be the k independent 

random samples, with Xij , j = 1, . . . , ni , having 

absolutely continuous distribution function Fi(x). For such 

k-sample data settings we are often interested in testing the 

hypothesis that all k samples came from a single common 

distribution; that is , the appropriate null hypothesis is Ho : 

F1(x) =  . . . = Fk(x). A variety of tests procedures are 

available for this problem. Although the decision of 

selecting one such test to use is not as clearly specified as 

under the usual classical (normal theory) assumptions, we 

can narrow the potential distribution-free candidate by 

using any a priori information we might have about the 

alternative(to Ho) that is of primary importance. For 

example, when the alternative to Ho is simply the general 

case that at least two of the k underlying distributions have 

different medians, then the most commonly used 

distribution free test procedure is that of Kruskal –

Wallis(1952). The Kruskal-Wallis test cannot be use any a 

priori information about possible relationships between the 

k population medians. 
 

On the otherhand, if an experimenter has some a priori 

information concerning the possible alternatives to the null 

hypothesis of k identical distributions, he or she would do 

better to choose a distribution-free test that is designed for 

detecting these alternatives. The initial procedures of this 

type were designed for monotonically ordered alternatives 

of the form H1: 

)(...)(...)()(
21

xFxFxFxF
kl

  for all x, 

with at least one strict inequality for at least one x value. 

Jonckheere(1954) and Terpstra(1952) were the 

independently proposed equivalent procedures.  

Puri(1965) and Archambault, Mack and Wolfe(1978)  

 
 

generalized their work to allow  for arbitrary scoring 

schemes but were still concerned primarily with ordered 

alternatives. Mack and Wolfe(1981) proposed a 

distribution –free procedures designed for umbrella 

alternatives. Alternatives of this  type are appropriate , for 

example , the Wechsler Adult Intelligence Scale(WAIS) 

scores for pictures completion can be assumed to have an 

up-than-down umbrella pattern with respect to increasing 

age [Wechsler(1958) and Pan(1996)].Some other example 

, in evaluating marginal gain in performance efficiency as 

a function of time, crop yield as function of quantity 

fertilizer applied, reaction to increasing drug dosage 

levels, and effect of age on responses to certain stimuli, to 

name but a few. In such examples downturn are  possible  

after certain point  of time, dosage etc.. 
 

2.  MODEL AND THE HYPOTHESES 
 

Let   Xi1, …, Xin
i

 , i = 1,…,k, be independent random 

samples from populations with absolutely continuous 

distribution functions Fi(x) = F(x-
i

 )  ,   i= 1, . . . , k. We 

wish to test: 

 Ho : 
k

  ...
1

 

Against the umbrella alternative 

    H1 = kl
  ......

1
 

 With at least strict inequality, where, at first, l  is assumed 

to be known. 
 

3. THE TEST STATISTICS 
 

3.1   F- Test 

The F statistic is defined by              

F = 













k

i

ii

k

i

ii

kNsn

kxxn

1

2

1

2

__

)/()1(

)1/()(

      . . .     (2.1) 



IARJSET      ISSN (Online) 2393-8021 
ISSN (Print) 2394-1588 

 

International Advanced Research Journal in Science, Engineering and Technology 
 Vol. 3, Issue 1, January 2016 
 

Copyright to IARJSET                                  DOI 10.17148/IARJSET.2016.3109                                            41 

 where N =
i

ni ,   

_

i
x  = 

j

xij/ni ,   
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
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i
x ./N, 

            si
2
 =

j

(xij – 

_

i
x )

2
/(ni – 1)     

 
    

          i = 1,2, . . . , k; j = 1,2, . . . , ni  

  

under H0 , the statistic F has an F-distribution with k-1 and 

N-k degrees of freedom. If we assume nonnormal 

distribution with at least finite second moments it can be 

shown that under H0 , F has asymptotically a chi-square 

distribution with k-1 degrees of freedom as shown by 

Tiku(1986).  
 

3.2   Jonckheere Test: 

Let 
                  

Uiljm =  
1, if xil < xjm

0, if xil > xjm

  

 

   where i = 1,2, …,k-1 ; j = i+1, . . . , k ; 

               l = 1,2, …, ni ; j = 1,2, . . . ,nj . 
  

Let 

                   Uij =  
 

i jn

il

n

m

iljm
u

1 1

     

 And finally, we have the Jonckheere statistic of the form 
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It follows that for large samples we may in most cases 

assume 
 

  )}]32()32({
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            where N=
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to have a standard normal distribution. Since the interval 

between all possible adjascent values of S is always two, 

an improvement in the approximation to the true 

distribution will be obtained if unity is subtracted from an 

obtained value of S, prior to its division by the standard 

deviation. 

So under Ho test s reject if  

  S   1+ 




k

i

ii
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22
)}]32()32({
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1
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When  ni = n  ,  

      

   Under Ho test S is reject if 

 S kNNz  )32([(1
2


(n

2
)(2n+3))/18]

1/2
 

 provided N 15 . 

3.3 Mack-Wolfe tests 

 Now we consider the well-known test of Mack and 

Wolfe(1981), the test statistic of which is based on two-

sample statistics of Mann and Whitney(1947) given by 

   Urs =  
 

r sn

h

n

j

hj
W

1 1

 for the rth and sth sample, 1 

ksr  , with  
 

Whj =  
1, if xrk < xsj

0, otherwise
  

                    

The Mack-Wolfe test statistic MW is then defined by 
 

MW =   

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 Under Ho, we have 
 

E(MW) = )(
4
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And      Var(MW) =  
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  With  N = ,

1
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  It is easy to see that   MW = 
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 , where 

ii
U

)1...1( 
 , 2 li   

,is the two-sample Mann-Whitney statistic computed on 

the ith sample versus the combined data in the first i-1 

samples and analogously 
iic

U
)1...( 

 , 1 kil  , the 

two-sample Mann-Whitney statistic computed on the ith 

sample versus the combined data in the last k-1 samples . 

Buning and Kossler(1997) generalized the MW-test by 

replacing the Mann-Whitney statistic in the formula for 

MW by other two-sample statistics, e.g. by those of 

Gastwirth(1965) and Hogg et. al.(1975). 

 The general form of the two-sample linear rank statistic is 

given by (Nrs = nr + ns): 

Lrs = 




rs
N

p

prsrs
VNapNa

1

_

)](),([  

With  ,),( pNa
rs

  




rs
N

p

rs

rs

rs
pNa

N
Na

1

_

),(
1

)(  

                     

Vp =  
1, if Xp  belong to the sth sample

0,                                        otherwise,
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where   X(p) is the pth order statistic of combined two 

samples Xr
1

, . . . , Xrn
r
 and Xs

1
, . . . , Xsn

s
.  Then Mack-

Wolfe type statistics are defined by 
   

 MWT =  









l

i

k

li

iikiiii
LNNLN

2

1

)1...(1)1...1(
)(  

   Where   

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, N = Nc ,  and 
ii

L
)1...1( 

  is an 

arbitrary two-sample linear rank statistic computed on the 

ith sample versus the combined data in the first i-1 

samples and analogously 
iic

L
)1...( 

 is computed on the ith 

sample versus the combined data in the last k-i samples. 
   

Let us now consider some examples of Mack-Wolfe type 

tests with specially chosen two-samples scores. In the 

parenthesis that type of distribution is indicated for which 

the test has high power. 
 

3.4   Gastwirth test G (short tails) 
 

aG Nrs , p =
4

Nrs + 1

 
 
 
 
 
 p −

Nrs + 1

4
, if p ≤

Nrs + 1

4

0, if 
Nrs + 1

4
< 𝑝 <

3 Nrs + 1 

4

p −
3(Nrs + 1)

4
, if p ≥

3(Nrs + 1)

4

  

 

3.5   The test LT (Long Tails) 
   

aLT  Nrs , p =

 
 
 
 
 
 
 −1, if p <

Nrs

4
+ 1

4p

Nrs + 1
− 2, if 

Nrs

4
+ 1 ≤ p ≤

3 Nrs + 1 

4

1, if p ≥
3(Nrs + 1)

4

  

                                     

3.6   The – Hogg-Fisher Randles test HFR (right –

skewed) 
 

aHFR  Nrs , p =

 
 
 
 

p

Nrs + 1
−

3

8
, if p ≤

Nrs + 1

2
1

8
,           if          otherwise,

  

The Mack-Wolfe type tests based on Gastwirth scores, 

LT- scores and Hogg-Fisher-Randles scores are 

abbreviated by MWG, MWLT, and MWHFR, 

respectively. Under Ho, we have E (MWT) = 0 and the 

limiting distribution of MWT / 
MWT

   is, under some 

regularity conditions, the standard normal where the 

asymptotic variance of MWT, Var (MWT) = 
2

MWT
  is 

given by 
 

2
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   = I(g) [ ( N 3/))(
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            + 2Nl-1 ni (N - Nl )] 
 

I(g) is the Fisher Information and g is that density function 

for which the two-sample test is the definition of MWT is 

asymptotically most powerful(from Puri 1965). Specially 

for the MWG,MWLT and MWHFR statistic I(g) takes the 

values 1/6 , 2/3 and 5/192 , respectively Buning and 

Kossler(1997). 
 

4.  MONTE CARLO STUDY 
 

 In this section  we present the results of Monte Carlo 

power study comparing six tests for the c-sample location 

problem, namely, F test, Jonckheere(1964) J test, Mack-

Wolfe(1981) W test, and three Mack-Wolfe type tests –

short-tailed MWS, long –tailed MWL and right skewed 

MWR with umbrella point p known. The relative powers 

were studied for location shift alternatives and 5,10,20 

observations for each k= 3 or 4 or 5 treatments, at the 

nominal significance levels of .01, .05 and .10. We 

considered seven different sampling distributions, namely, 

normal, uniform, lognormal, Logistic, exponential, double 

exponential and Cauchy. The observations are drawn from 

the distributions using integral transform method. We have 

use uniform number generators RND (uniform(0,1)) and  

Box-Muller formula(1958) for standard normal deviate. In 

table 3.1,  3.2, 3.3, 3.4, 3.5, 3.6, 3.7  we present the 

estimated power of  the tests under different  distributions 

considering the different sets of location parameters Note 

that the “0” shift corresponds to the standard forms for the 

all distributions considered. To estimate the each result we 

have repeated 10,000 times.  

 

Table1 Empirical level and power of six tests under Normal Distribution 
 

Sample 

Number k 

Pick 

l 

Number of 

Observation ni 

Effects 

i
  

                     Test Statistics 
 

   F             J          MW         MWS        MWL         MWR 

3 

 

 

 

 

 

 

 

 

 

 

 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

    5,5, 5 

 

 

 

 

 

   10, 10, 10 

 

 

 

 

 

  20 , 20, 20 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

  0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

.0485      .0443       .0398     .0000        .0487         .0269 

.1004      .0390       .1104     .0000        .1205         .0483 

.1934      .0329       .2242     .0000        .2358         .0812 

.2769      .0289       .3308     .0000        .3458         .1583 

.0832      .0420       .0847     .0000        .0933         .2313 

 

.0506      .0539       .0474     .0230        .0506         .0387 

.1710      .0479       .2168     .1146        .2022         .1616 

.3882      .0411       .4745     .2857        .4448         .3605 

.5681      .0355       .6597     .4446        .6226         .5224 

.1250      .0500       .1545     .0801        .1434         .1176 

 

.0465      .0528       .0484     .0358        .0483         .0426 
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5 

2 

2 

2 

2 

 

2 

3 

3 

3 

3 

 

2 

2 

3 

2 

3 

2 

 

2 

3 

2 

 

3 

3 

3 

3 

2 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

 

 

 

 

 

5, 5, 5, 5 

 

 

 

 

 

10,10,10,10 

 

 

 

 

 

 

15,15,15,15 

 

 

 

20,20,20,20 

 

 

 

 

 

5, 5, 5, 5, 5 

 

 

 

 

10,10,10,10,10 

 

 

 

 

20,20,20,20,20 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

0,.5,1,0 

0,0,.5,0 

 

0,0,0,0 

0,.8,.5,0 

0,.5,.8,0 

0,.5,.3,0 

0,.3,.5,0 

.1,.3,.2,.1 

 

0,0,0,0 

0,1,.5,.0 

0,.5,1,.5 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

 0,.5,1,0 

.1,1,.5,.1 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

.3256      .0493       .4163     .3268        .3747         .3200 

.7160      .0427       .7992     .7151        .7405         .6804 

.9004      .0372       .9371     .8882        .9052         .8560 

.2159      .0500       .2861     .2176        .2593         .2161 

 

.0495      .0488       .0482     .0100       .0542         .0329 

.1892      .2155       .2560     .0815       .2551         .1634 

.2266      .3988       .2019     .0572       .2021         .1110 

.2476      .0610       .3534     .1123       .3454         .2336 

.0960      .0711       .1194     .0270        .1264        .0726 

 

.0451      .0465       .0505     .0257        .0499        .0394 

.3676      .0239       .4803     .3387        .4430        .3679 

.3661      .0595       .4865     .3397        .4471        .3722 

.1563      .0320       .2269     .1392        .2093        .1641 

.1583      .0565       .2296      .1477       .2094        .1661 

.0600      .0408       .0790      .0428       .0759        .0598 

 

.0436     .0544        .0481       .0352       .0500        .0419 

.5647      .4829       .6815       .5813       .6325        .5460 

.7219      .0137       .8348       .7484       .7892        .7161 

 

.0491      .0513       .0503       .0396       .0496        .0444 

.7286      .5791       .8119       .7422       .7624        .6884 

.8345      .9044       .6978       .6131       .6440        .5336 

.8717      .0989       .9313       .8845       .8951        .8442 

.7692      .0141       .8660       .8055       .8245        .7591 

 

.0527      .0469      .0479       .0183       .0494        .0360 

.1350      .0079      .3455       .1631       .3242        .2174 

.0496      .0447      .1348       .0421       .1274        .0847 

.1493      .0930      .3757       .1758       .3501        .2159 

 

.0509      .0495      .0491       .0318       .0495        .0430 

.3006      .0028      .6264       .4941       .5699        .4932 

.0792      .0464      .2301       .1481       .2095        .1689 

.3379      .1401      .6516       .5240       .5988        .4953 

 

.0455      .0484      .0457       .0405       .0470        .0448 

.6660      .0010      .9015       .8515       .8578        .8182 

.1627      .0446      .4188       .3564       .3774        .3313 

.7197      .2211      .9234       .8824       .8868        .8280 

       
Table 2 Empirical level and power of six tests under Uniform Distribution 

 

Sample 

Number k 

Pick 

 l 

Number of 

Observation ni 

Effects 

i
  

                     Test Statistics 
 

   F             J          MW         MWS        MWL         MWR 

3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   4 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

3 

    5,5, 5 

 

 

 

 

 

   10, 10, 10 

 

 

 

 

 

  20 , 20, 20 

 

 

 

 

 

5, 5, 5, 5 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

  0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

0,0,0,0 

0,.5,1,.5 

.0560     .0540      .0397          0000       .0464           .0266 

.1026     .0435      .1041          0000      .1076           .0658 

.1898     .0361      .2118          0000      .2063          .1192 

.2710     .0325      .3049          0000      .2950          .1728 

.0842     .0455      .0811          0000      .0516          .0184  

 

.0513     .0500      .0500        .0207        .0510          .0396 

.1694     .0449      .2121        .1958        .1645          .1427 

.3805     .0388      .4493        .4889        .3394          .3248 

.5689     .0325      .6275        .6936        .4989          .4890 

.1275     .0473      .1652        .0662        .0758          .0575 

 

.0497     .0451      .0513        .0370        .0525          .0459 

.3260     .0414      .4007        .5583        .2675          .3035 

.7121     .0364      .7619        .9107        .5801          .6544 

.8983     .0329      .9144        .9823        .7727          .6451 

.2139     .0428      .2818        .2770        .1212          .1349 

 

.0529     .0517      .0539         .0194       .0557          .0382 

.2944     .1006      .2443        .1569        .2044         .1383 
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5 

3 

3 

3 

 

2 

2 

3 

2 

3 

2 

 

2 

3 

2 

 

 

3 

3 

3 

2 

 

3 

2 

3 

4 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

 

 

 

 

10,10,10,10 

 

 

 

 

 

 

15,15,15,15 

 

 

 

20,20,20,20 

 

 

 

 

 

5, 5, 5, 5, 5 

 

 

 

 

10,10,10,10,10 

 

 

 

 

20,20,20,20,20 

0,.3,1,.8 

0,.5,1,0 

0,0,.5,0 

 

0,0,0,0 

0,.8,.5,0 

0,.5,.8,0 

0,.5,.3,0 

0,.3,.5,0 

.1,.3,.2,.1 

 

0,0,0,0 

0,1,.5,.0 

0,.5,1,.5 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

 0,.5,1,0 

.1,1,.5,.1 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

.5655     .3603      .1860        .0730        .1651         .0947 

.2414     .0068       .3224       .2743        .2734         .1940 

.1012     .0316       .1335       .0648        .1076         .0568 

 

.0488     .0501       .0518       .0294        .0516        .0453 

.3584     .0285       .4494       .3428        .2019        .1809 

.3565     .1260       .4567       .3452        .2003        .1780 

.1520     .0365       .2188        .1151       .0829        .0671 

.1523     .0636       .2148       .1166        .0799        .0634     

.0606     .0890       .0781       .0603        .0302        .0205 

 

.0469     .0514       .0487       .0328        .0521        .0493 

.6921     .3809       .6702       .8425        .4729        .5376 

.6901     .0335       .8122       .8500        .4977        .5312 

 

.0503     .0487       .0519       .0418        .0520        .0479 

.8627     .7266       .8068       .9476        .5752        .6675 

.4523     .8958       .6544       .9060        .4692        .5226 

.7822     .3936       .8785       .9756        .7362        .8312 

.7149     .0568       .8379       .9104        .5082        .5901 

 

.0167     .0487       .0513       .0184        .0547        .0399 

.3241     .0019       .4496       .2590        .2603        .2119 

.1059     .0248       .1564       .0683        .1008        .0647 

.1961     .0301        .3856      .2825        .2658        .0522 

 

.0489     .0506        .0505      .0289        .0493         .0466 

.5679     .0036        .5814      .5486        .4161         .4547 

.1530     .0487        .2215      .2296        .1519         .1496 

.3323     .1380        .6286      .7201        .4610         .4895 

 

.0473     .0478        .0518      .0382        .0481        .0455 

.8605     .0076        .7355      .8214        .6961        .7989 

.2818     .1057        .3395      .4664        .2591        .3184 

.7152     .5382        .8861       .9721       .7342        .8319 

 

Table 3 Empirical level and power of six tests under Lognormal Distribution 
 

Sample 

Number k 

Pick 

   l 

Number of 

Observation ni 

Effects 

i
  

                     Test Statistics  
 

F             J          MW         MWS        MWL         MWR 

3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   4 

 

 

 

 

 

 

 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

3 

3 

3 

3 

 

2 

2 

3 

    5,5, 5 

 

 

 

 

 

   10, 10, 10 

 

 

 

 

 

  20 , 20, 20 

 

 

 

 

 

5, 5, 5, 5 

 

 

 

 

 

10,10,10,10 

 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

  0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

0,.5,1,0 

0,0,.5,0 

 

0,0,0,0 

0,.8,.5,0 

0,.5,.8,0 

.0310      .0443      .0398     .0000        .0487          .0269 

.0619      .0390      .1104     .0000        .1205          .0812 

.1264      .0329      .2242     .0000        .2358          .1583 

.1907      .0289      .3308     .0000        .3458          .2313 

.0503      .0420      .0847     .0000        .0933          .0629 

 

.0346      .0539      .0474     .0230          .0506        .0387 

.1145      .0479      .2169     .1146          .2022        .1616 

.2800      .0411      .4745     .2857          .4448        .3605 

.4288      .0355      .6597     .4446          .6226        .5224 

.0871      .0500      .1545     .0801          .1434        .1176 

  

.0361      .0528      .0484      .0358        .0483        .0426 

.2355      .0493      .4163      .3268        .3747        .3200 

.5590      .0427      .7992      .7151        .7405        .6804 

.7642      .0372      .9371      .8882        .9052        .8560 

.1564      .0500      .2861      .2176        .2593        .2161 

 

 .0327      .0488     .0482      .0100        .0542        .0329 

.1089       .2155     .2560      .0815        .2551        .1634 

.1232       .3988     .2019      .0572        .2021        .1110 

.1554       .0610     .3534      .0476        .3454        .2336 

.0678       .0711     .1194      .0270        .1264        .0726 

 

.0317       .0465     .0476       .0257        .0499       .0394 

.2261       .0239     .4803       .3387        .4430       .3679 

.2240       .0320     .4865       .3397        .4471        .3722 
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5 

2 

3 

2 

 

 

3 

2 

 

3 

3 

3 

3 

2 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

 

 

 

 

15,15,15,15 

 

 

 

20,20,20,20 

 

 

 

 

 

5, 5, 5, 5, 5 

 

 

 

 

10,10,10,10,10 

 

 

 

 

20,20,20,20,20 

0,.5,.3,0 

0,.3,.5,0 

.1,.3,.2,.1 

 

0,0,0,0 

0,.5,1,.5 

0,1,.5,0 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

 0,.5,1,0 

.1,1,.5,.1 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

.1005       .0565     .2269       .1392        .2093       .1641 

.1028       .0595     .2296       .1477        .2094       .1661 

.0437       .0408     .0790       .0428        .0567       .0598 

 

.0310      .0544      .0481       .0352        .0500       .0419 

.3441      .4829      .6815       .5813        .6325       .5460 

.5239      .0137      .8348       .7484        .5501       .7161 

 

.0405     .0513      .0503       .0396       .0496       .0444 

.4899     .5791      .8119       .7422       .7624       .6884 

.5771     .9044      .6978       .6131       .6440       .5336 

.6968     .0989      .9313       .8845       .8951       .8442 

.5975     .0141      .8660       .8055       .8245       .7591 

 

.0365      .0469     .0479       .0183      .0494         .0360 

.1182      .0079     .3455       .1631      .3242         .2174 

.0546      .0447     .1348       .0421      .1274         .0847 

.1502      .0930     .3757       .1758      .3501         .2159 

 

.0367      .0495     .0491       .0318      .0495         .0430 

.2365      .0028     .6264       .4941      .5699         .4932 

.0897      .0464     .2301       .1481      .2095         .1689 

.3345      .1401     .6516       .5240      .5988         .4933 

 

.0350      .0484     .0457       .0405      .0470         .0448 

.5268      .0010     .9015       .8515      .8578         .8182 

.1638      .0446     .4188       .3564      .3774         .3313 

.6525      .2211     .9234       .8824      .8868         .8280 
 

Table 4 Empirical level and power of six tests under Logistic Distribution 
 

Sample 

Number k 

Pick 

  l 

Number of 

Observation ni 

Effects 

i
  

                     Test Statistics 
 

   F             J          MW         MWS        MWL         MWR 

3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

3 

3 

3 

3 

 

2 

2 

3 

2 

3 

2 

 

2 

3 

2 

    5,5, 5 

 

 

 

 

 

   10, 10, 10 

 

 

 

 

 

  20 , 20, 20 

 

 

 

 

 

5, 5, 5, 5 

 

 

 

 

 

10,10,10,10 

 

 

 

 

 

 

15,15,15,15 

 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

  0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

0,.5,1,0 

0,0,.5,0 

 

0,0,0,0 

0,.8,.5,0 

0,.5,.8,0 

0,.5,.3,0 

0,.3,.5,0 

.1,.3,.2,.1 

 

0,0,0,0 

0,1,.5,.0 

0,.5,1,.5 

.0482      .0504      .0397      .0000         .0464         .0266 

.0636      .0473      .0657      .0000         .0762         .0525     

.0922      .0433      .1052      .0000         .1170         .0842 

.1230      .0409       .1426     .0000         .1607         .1123 

 .0569     .0487       .0571     .0000        .0664          .0449  

 

.0476      .0500      .0500     .0207         .0510         .0396 

.0881      .0480      .1097     .0490         .1101         .0883 

.1520      .0443      .2062     .0932         .2051         .1619 

.2163      .0416      .2913     .1378         .2900         .2293 

.0741      .0486      .0880     .0392         .0870         .0707 

 

.0436      .0451       .0513     .0370        .0525         .0459 

.1228      .0442       .1789     .1193        .1730         .1462 

.2721      .0424       .3798     .2556        .3657         .3055 

.4019      .0398       .5459     .3734        .5267         .4359 

.0937      .0439       .1316     .0927        .1282         .1101 

 

.0517      .0515       .0477     .0097        .0557         .0382 

.0947      .1366       .1199     .0281        .1300         .0790 

.1058      .2149       .0996     .0247        .1110         .1034 

.1080      .0613       .1530     .0354        .1627         .1036 

.0652      .0645       .0712     .0153        .0803          .0477 

 

.0458     .0535       .0518      .0294        .0516          .0453 

.1352     .0380       .2094      .1091        .2025          .1507 

.1348     .0619       .2068      .1168        .2005          .1515 

.0748     .0423       .1149      .0557        .1087          .0845 

.0790     .0602       .1107      .0588        .1084          .0798 

.0574     .0488       .0605      .0310        .0844          .0492 

 

.0454     .0467        .0500     .0375        .0521          .0493 

.1957     .2435        .3115     .2087        .3033          .2376 

.2605     .0253        .4120     .2745        .4027          .3217 
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5 

 

3 

3 

3 

3 

2 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

 

20,20,20,20 

 

 

 

 

 

5, 5, 5, 5, 5 

 

 

 

 

10,10,10,10,10 

 

 

 

 

20,20,20,20,20 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

 0,.5,1,0 

.1,1,.5,.1 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

.0503     .0487        .0519     .0418        .0520          .0479 

.2565     .2983        .8068     .9476        .5752          .6675 

.3218      .5451       .6544      .9060       .4692          .5226 

.3451      .0772       .8785      .9756       .7362          .8312 

.2832      .0244       .8379      .9104        .5082         .5901 

 

.0426      .0539      .0524       .0184        .0547         .0399 

.0522      .0192      .1627       .0571        .1598         .1005 

.0322      .0543       .0758       .0199       .0745         .0507 

.0511      .0851       .1589       .0566       .1633         .0912 

 

.0422      .0506       .0505       .0319       .0493        .0466 

.0766      .0109       .2636       .1626       .2552        .1944 

.0321      .0516       .1068       .0648       .1037        .0816 

.0917      .1003       .2960       .1861        .2833       .2101 

 

.0427       .0541      .0472       .0394       .0481        .0455 

.1645       .0053      .4856       .3604       .4687        .3882 

.0482       .0513      .1809       .1242       .1747        .1418 

.1879       .1327      .5177       .3851       .5000        .3978 

 

Table 5 Empirical level and power of six tests under Exponential Distribution 
 

Sample 

Number k 

Pick 

  l 

Number of 

Observation ni 

Effects 

i
  

                     Test Statistics 
 

   F             J          MW         MWS        MWL         MWR 

3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

2 

2 

2 

2 

 

2 

3 

3 

3 

3 

 

2 

2 

3 

2 

3 

2 

 

2 

3 

2 

 

3 

3 

3 

3 

2 

 

    5,5, 5 

 

 

 

 

 

   10, 10, 10 

 

 

 

 

 

  20 , 20, 20 

 

 

 

 

 

5, 5, 5, 5 

 

 

 

 

 

10,10,10,10 

 

 

 

 

 

 

15,15,15,15 

 

 

 

20,20,20,20 

 

 

 

 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

 0,0,0,0 

 0,.5,1,.5 

 0,.3,1,.8 

 0,.5,1,0 

 0,0,.5,0 

 

 0,0,0,0 

 0,.8,.5,0 

 0,.5,.8,0 

 0,.5,.3,0 

 0,.3,.5,0 

.1,.3,.2,.1 

 

 0,0,0,0 

 0,1,.5,.0 

 0,.5,1,.5 

 

 0,0,0,0 

 0,.5,1,.5 

 0,.3,1,.8 

 0,.5,1,0 

.1,1,.5,.1 

 

.0390      .0504      .0397     .0000         .0464        .0266 

.1145      .0582      .1668     .0000         .1879        .1802 

.2487      .0469      .3656     .0000         .4070        .4220 

.3590      .0400      .4977     .0000         .5551        .5891 

.0346      .0397      .1203     .0000         .1323        .1223 

 

.0429      .0500      .0500      .0207       .0510       .0396 

.1986      .0589      .4108      .2575       .3591       .5684 

.4544      .0488      .7500      .4552       .7210       .8993 

.6280      .0413      .8871      .5653       .8711       .9721 

.1394      .0600      .2877      .1896       .2434       .4022 

 

.0436      .0451       .0513       .0370       .0525      .0459 

.3484      .0544       .7382       .7580       .6262      .9171 

.7276      .0482       .9740       .9441       .9516      .9979 

.8894      .0420       .9954       .9787       .9916      .9998 

2386       .0553       .5635       .6184       .4423      .7766 

 

.0431      .0515      .0477      .0097       .0557        .0382 

.2315      .3420      .4469      .1125       .4643        .5423 

.2841      .5906      .3280      .0719       .3499        .3218 

.3027      .0992      .5781      .1350       .5917        .6883 

.1039      .1021      .1699      .0322       .1918        .1549 

 

.0397      .0535       .0518     .0294       .0516        .0453 

.4126      .0323       .7678     .5813       .7125        .9152 

.4139      .1047       .7735     .5938       .7244        .9218 

.1735      .0432       .4357     .3531       .3648        .6027 

.1708      .0950       .4395     .3565       .3644        .6084 

.0566      .0508       .1199     .0866       .0966        .1356 

 

.0419      .0467      .0500       .0375      .0521       .0493 

.7433       .0115     ..9827      .9309      .9749       .9990 

.6053      .6760      .9364       .8634       .9104      .9941 

 

.0439      .0487      .0507       .0389       .0520       .0479 

.7381      .7871      .9845       .9659       .9670       .9993 

.8300      .9831      .9413       .8555       .9219       .9936        

.8646      .1725      .9969       .9898       .9939       .1000 

.7793      .0133      .9906       .9753       .9817       .9990 
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5 2 

2 

3 

4 

 

2 

2 

3 

4 

 

2 

2 

3 

4 

5, 5, 5, 5, 5 

 

 

 

 

10,10,10,10,10 

 

 

 

 

20,20,20,20,20 

 0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

 0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

.0426       .0539      .0524      .0184       .0547       .0399 

.2465       .0075      .5829      .2450       .5716       .7252 

.0961       .0708      .2416      .0830       .2191       .2755 

.2616       .1717      .6122      .2451       .6169       .7190 

 

.0422       .0506      .0505      .0319       .0493        .0466 

.4792       .0024      .8823      .7604       .8399        .9743 

.1536       .0689      .4557      .4081       .3750        .6386 

.5188       .2391      .9113      .7431       .8939        .9814 

 

.0427       .0541     .0472       .0394       .0481       .0455 

.7925       .0002     .9949       .9941       .9849       .9998   

.2902       .0696     .7772       .8543       .6454       .9399 

.8385       .3674     .9975       .9919       .9953       1.000 

 

Table 6 Empirical level and power of six tests under Double Exponential Distribution 
 

Sample 

Number k 

Pick 

l 

Number of 

Observation ni 

Effects 

i
  

                     Test Statistics 
 

   F             J          MW         MWS        MWL         MWR 

3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5 

2 

2 

2 

2 

2 
 

2 

2 

2 

2 

2 
 

2 

2 

2 

2 

2 

 

2 

3 

3 

3 

3 
 

2 

2 

3 

2 

3 

2 
 

2 

3 

2 
 

3 

3 

3 

3 

2 
 

2 

2 

3 

4 

 

2 

2 

    5,5, 5 

 

 

 

 
 

   10, 10, 10 

 

 

 

 
 

  20 , 20, 20 

 

 

 

 

 

5, 5, 5, 5 

 

 

 

 
 

10,10,10,10 

 

 

 

 

 
 

15,15,15,15 

 

 
 

20,20,20,20 

 

 

 

 
 

5, 5, 5, 5, 5 

 

 

 

 

10,10,10,10,10 

 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 
 

 0   0   0 

  0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 
 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

0,.5,1,0 

0,0,.5,0 
 

0,0,0,0 

0,.8,.5,0 

0,.5,.8,0 

0,.5,.3,0 

0,.3,.5,0 

.1,.3,.2,.1 
 

0,0,0,0 

0,1,.5,.0 

0,.5,1,.5 
 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

 0,.5,1,0 

.1,1,.5,.1 
 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0,0 

.3,1,.8,.5,0 

.0421      .0504      .0397       .0000       .0464        .0266 

.0747      .0454      .0973       .0000       .1139        .0883 

.1349      .0383      .1794       .0000       .2113        .1582 

.1916      .0334      .2563       .0000       .2968        .2186 

.0625      .0466      .0756       .0000       .0887        .0689 
 

.0465      .0500      .0500      .0207        .0510       .0396 

.1166      .0455      .1828      .0648        .1976       .1528 

.2372      .0396      .3771      .1388        .4085       .3017 

.3452      .0348      .5286      .2096        .5637       .4192 

.0915      .0471       .1344     .0504        .1459        .1122 
 

.0465      .0451       .0513     .0370        .0525        .0459 

.1884      .0427       .3364     .1616        .3602        .2721 

.4287      .0377       .6635     .3548        .7003        .5465 

.6086      .0335       .8316     .5150        .8615        .7087 

.1324      .0435       .2332     .1175        .2530        .1946 

 

.0461      .0515       .0477     .0097        .0557        .0382 

.1270      .1880       .2043     .0441        .2334        .1440 

.1493      .3360       .3280     .0326        .1881        .1006 

.1581      .0655       .5781     .0563        .3077        .0729 

.0724      .0717       .1699     .0195        .1218        .0729 
 

.0428      .0535        .0518     .0294       .0516        .0453     

.2064      .0302        .3811     .1609       .4101        .2850 

.2099      .0670        .3876     .1648       .4122        .2894 

.0998      .0371       .1877      .0739       .1973        .1408 

.1017     .0632        .1856      .0787       .1964         .1387 

.0504     .0461        .0709      .0337       .0783        .0619 
 

.0423      .0467       .0500      .0375       .0521       .0493 

.3249      .3972       .5597      .2952       .5986       .4365 

.4257      .0153       .7027      .2338       .7460        .5661 
 

.0493     .0487        .0507       .0389       .6520      .0479 

.4161      .4870       .6776       .3817       .7167      .5422 

.5143      .8136       .9413       .3015       .5974      .4084 

.5495      .0942       .9969       .5164       .5160      .6916 

.4611      .0163       .7493       .4423       .7831      .6113 
 

.0432      .0539       .0524       .0184       .0547       .0399 

.1254      .0112       .0771       .0871       .3004       .1855 

.0673      .0510       .1119       .0252       .1172       .0761 

.1333      .1024       .2933       .0890       .3141       .1749 

 

.0413      .0506       .0505       .0319       .0493        .0466 

.2341      .0056       .0736       .2370       .5252        .3772 
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3 

4 

 

2 

3 

4 

 

 
 

20,20,20,20,20 

0,.3,.5,.3,0 

0,.3,.5,1,0 
 

0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

.0919      .0149       .1906       .0865       .1988        .1383 

.2661      .0494       .5349       .2700       .5671        .3894 

 

.0438      .1315        .0472      .0394       .0481       .0455 

.4641      .0541        .0761      .4963       .8290       .6818 

.1494      .0505        .3368      .1725       .3682       .1416 

.5014      .1911        .8253      .5411       .8534       .6794 

 

Table 7 Empirical level and power of six tests under Cauchy Distribution 
 

Sample 

Number k 

Pick 

 l 

Number of 

Observation ni 

Effects 

i
  

                     Test Statistics 
 

   F             J          MW         MWS        MWL         MWR 

3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5 

2 

2 

2 

2 

2 
 

2 

2 

2 

2 

2 
 

2 

2 

2 

2 

2 
 

2 

3 

3 

3 

3 
 

2 

2 

3 

2 

3 

2 
 

2 

3 

2 
 

3 

3 

3 

3 

2 
 

2 

2 

3 

4 
 

2 

2 

3 

4 
 

2 

2 

3 

4 

    5,5, 5 

 

 

 

 
 

   10, 10, 10 

 

 

 

 
 

  20 , 20, 20 

 

 

 

 
 

5, 5, 5, 5 

 

 

 

 
 

10,10,10,10 

 

 

 

 

 
 

15,15,15,15 

 

 
 

20,20,20,20 

 

 

 

 
 

5, 5, 5, 5, 5 

 

 

 
 

10,10,10,10,10 

 

 

 
 

20,20,20,20,20 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 
 

 0   0   0 

  0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 
 

 0   0   0 

 0  .5   0 

 0  .8   0 

 0   1   0 

.1  .5  .1 
 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

0,.5,1,0 

0,0,.5,0 

 

0,0,0,0 

0,.8,.5,0 

0,.5,.8,0 

0,.5,.3,0 

0,.3,.5,0 

.1,.3,.2,.1 
 

0,0,0,0 

0,1,.5,.0 

0,.5,1,.5 

 

0,0,0,0 

0,.5,1,.5 

0,.3,1,.8 

 0,.5,1,0 

.1,1,.5,.1 
 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 
 

0,0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

 

0,0,0,0,0 

.3,1,.8,.5,0 

0,.3,.5,.3,0 

0,.3,.5,1,0 

.0174     .0452      .0397      . 0000         .0464         .0266 

.0234     .0433      .0639       .0000         .0773         .0610 

.0310     .0412      .1009       .0000         .1240         .0992 

.0400     .0381       .1314      .0000         .1619         .1313  

.0222     .0438       .0538      .0000         .0662         .0503 
 

.0157      .0459      .0500      .0207         .0510         .0396 

.0236      .0439      .1049      .0333         .1203         .0924    

.0341      .0412      .1873      .0506         .2230         .1627  

.0343      .0413       .2558     .0673         .3094         .2235      

.0400      .0442       .0815     .0286         .0922         .0763 
 

.0156      .0509       .0513      .0370       .0525          .0459 

.0599      .0477       .1666      .0691       .1982          .1472 

.0343      .0457        .3370     .1180       .4135          .2803 

.0445      .0435        .4694     .1490       .5708          .3846 

.0208      .0496        .1186     .0544       .1399          .1066 
 

.0184      .0484       .0477       .0097       .0557         .0382 

.0248      .1239       .1145       .0176       .1399         .0844 

.0287      .1951       .0954       .0159       .1183         .0677 

.0292      .0583       .1412       .0210       .1725         .1096 

.0199      .0629       .0710       .0118       .0857         .0555 

 

.0145      .0470       .0518       .0294       .0516         .0453 

.0232       .0336      .1834       .0572       .2173         .1462 

.0238       .0571      .1841       .0565       .1176         .1494 

.0178       .0380      .1031       .0384       .1171         .0839 

.0176       .0544      .1042       .0392       .2210         .0865 

.0146       .0424      .0572       .0289       .0595         .0504 
 

.0177       .0511       .0500       .0375       .0521       .0493 

.0289       .2187       .2773       .0908       .3417       .2210 

.0345       .0280       .3601       .1098       .4398       .2883 

 

.0156       .0500       .0507      .0389       .0520        .0479 

.0252       .2620       .8927      .1103       .4302        .2706 

.0283       .4795       .2714      .0911       .3397        .2065 

.0301       .0794       .4556      .1422       .5563         .3616 

.0280       .0233       .3933      .2206       .4862        .3103 
 

.0168       .0527       .0524      .0184       .0547        .0399 

.0101       .0176       .1539      .0380       .1728        .0985 

.0074       .0533       .0728      .0151       .0787        .0531 

.0116       .0821       .1460      .0340       .0756        .0925 
 

.0153       .0479       .0505      .0319       .0493        .0466 

.0086       .0117       .2369      .0790       .2843        .1772 

.0051       .0467       .1004      .0405       .1170        .0826 

.0075       .0965       .0584      .0841       .3183        .1933 

 

.0144      .0488       .0472      .0394        .0481        .0455 

.0076      .0053       .4325      .1457        .5350        .3428 

.0045      .0481       .1693      .0650        .2041        .1357 

.0089      .1274       .4613      .1547        .5633        .3462 
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             a,b,c,d are level of effects as given in following table 
 

Table 1(i): Level and Power at     =.05 
 

No. of Observation Effects Type
i

  F J MW MWS MWL MWR 

a :20,20,20,20,20 0,0,0,0,0 .0455 .0484 .0457 .0405 .0470 .0448 

b: 20,20,20,20,20 0,.3,.5,.3,0 .1627 .0446 .4188 .3564 .3774 .3313 

c:20,20,20,20,20 .3,1,.8,.5,0 .6660 .0010 .9015 .8515 .8578 .8182 

d:20,20,20,20,20 0,.3,.5,1,0 .7197 .2211 .9234 .8824 .8868 .8280 

 

 
            a,b,c,d are level of effects as given in following table 
 

Table 2(i): Level and Power at     =.05 
 

No. of Observation Effects Type F J MW MWS MWL MWR 

a:20,20,20,20,20 0,0,0,0,0 .0473 .0478 .0518 .0382 .0481 .0455 

b:20,20,20,20,20 0,.3,.5,.3,0 .2818 .1057 .3395 .4664 .2591 .3184 

c:20,20,20,20,20 .3,1,.8,.5,0 .8605 .0076 .7355 .8214 .6961 .7989 

d:20,20,20,20,20 0,.3,.5,1,0 .7152 .5382 .8861 .9721 .7342 .8319 

 

 
a,b,c,d are level of effects as given in following table 

Fig. 1  Empirical Power of six tests 

Under Normal Distribution
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Fig.2 Empirical Power of the six tests           

under Uniform  Distriibution
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Fig. 3  Empirical power of Six test under 

Lognormal Distribution
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Table 3(i): Level and Power at     =.05 
 

No. of Observation 
Effects Type

i
  

F J MW MWS MWL MWR 

a:20,20,20,20,20 0,0,0,0,0 .0350 .0484 .0457 .0405 .0470 .0448 

b:20,20,20,20,20 0,.3,.5,.3,0 .1638 .0446 .4188 .3564 .3774 .3313 

c:20,20,20,20,20 .3,1,.8,.5,0 .5268 .0010 .9015 .8515 .8578 .8182 

d:20,20,20,20,20 0,.3,.5,1,0 .6525 .2211 .9234 .8824 .8868 .8280 

 

       

    a,b,c,d are level of effects as given in following table 

        
Table 4(i) : Level and Power at     =.05 

 

No. of Observation Effects Typ  
i

  F J MW MWS MWL MWR 

a:20,20,20,20,20 0,0,0,0,0 .0427 .0541 .0472 .0394 .0481 .0455 

b:20,20,20,20,20 0,.3,.5,.3,0 .0482 .0513 .1809 .1242 .1747 .1418 

c:20,20,20,20,20 .3,1,.8,.5,0 .1645 .0053 .4856 .3604 .4687 .3882 

d:20,20,20,20,20 0,.3,.5,1,0 .1879 .1327 .5177 .3851 .5000 .3978 

 

 
          
        a,b,c,d are level of effects as given in following table 

 

Table 5(i):  Level and Power at     =.05 

 
No. of Observation Effects Type 

i
  F J MW MWS MWL MWR 

a:20,20,20,20,20 0,0,0,0,0 .0427 .0541 .0472 .0394 .0481 .0455 

b:20,20,20,20,20 0,.3,.5,.3,0 .2902 .0696 .7772 .8543 .6454 .9399 

c:20,20,20,20,20 .3,1,.8,.5,0 .7925 .0002 .9949 .9941 .9849 .9998 

d:20,20,20,20,20 0,.3,.5,1,0 .8385 .3674 .9975 .9919 .9953 1.000 

 

Fig. 4  Empirical Power of six tests 

under Logistic Distribution
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Fig.5  Empirical power of six tests    

Under Exponential Distribution
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            a,b,c,d are level of effects as given in following table 
 

Table 6(i):   Level and Power at     =.05 
 

No. of Observation Effects Type 
i

  F J MW MWS MWL MWR 

a:20,20,20,20,20 0,0,0,0,0 .0438 .1315 .0472 .0394 .0481 .0455 

b:20,20,20,20,20 0,.3,.5,.3,0 .1494 .0505 .3368 .1725 .3682 .1416 

c:20,20,20,20,20 .3,1,.8,.5,0 .4641 .0541 .0761 .4963 .8290 .6818 

d:20,20,20,20,20 0,.3,.5,1,0 .5014 .1911 .8253 .5411 .8534 .6794 

 

 
          
           a,b,c,d are level of effects as given in following table 
 

Table 7(i): Level and Power at     =.05 
 

No. of Observation Effects Type  
i

  F J MW MWS MWL MWR 

a:20,20,20,20,20 0,0,0,0,0 .0144 .0488 .0472 .0394 .0481 .0455 

b:20,20,20,20,20 0,.3,.5,.3,0 .0045 .0481 .1693 .0650 .2041 .1357 

c:20,20,20,20,20 .3,1,.8,.5,0 .0076 .0053 .4325 .1457 .5350 .3428 

d:20,20,20,20,20 0,.3,.5,1,0 .0089 .1274 .4613 .1547 .5633 .3462 

 

5. DISCUSSION OF THE RESULTS 
 

We observe from the Table 1 and Fig.1 that if the peak of 

the umbrella properly chosen, the power of the Mack-

Wolfe test is excellent under the normal distribution. We 

also observed that power of other Mack-Wolfe type tests 

also quite satisfactory in compared to the F-test and 

Jonchkeere test under this distribution. 

Table 2 and Fig.2 give the empirical level and power of 

the test statistics under uniform distribution. It is observe 

that except the F-test all other test satisfies the nominal  

 
 

levels at various combinations of sample, sample sizes and 

pick points. We have found that power of Mack-Wolfe 

short tailed test seems to slightly more than Mack Wolfe 

test in some situations and far higher than other tests under 

this distribution. Since Uniform distribution is a short 

tailed distribution so it is obvious, because short tailed test 

based on the scores specially suited for the short tailed 

distribution. 

In Table 3 and Fig. 3 we have presented the empirical 

Fig.6  Empirical Power of Six tests    

under Double Exponential 

Distribution
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Fig. 7  Empirical Power of six tests 

under Cauchy Distribution

0

0.1

0.2

0.3

0.4

0.5

0.6

a b c d
Effects

Pr
op

or
tio

n o
f 

Re
jec

tio
n

F

J

MW

MWS

MWL

MWR



IARJSET      ISSN (Online) 2393-8021 
ISSN (Print) 2394-1588 

 

International Advanced Research Journal in Science, Engineering and Technology 
 Vol. 3, Issue 1, January 2016 
 

Copyright to IARJSET                                  DOI 10.17148/IARJSET.2016.3109                                            52 

Level and power of the test statistics under lognormal 

distribution. We have seen that empirical level of F- test 

and Mack-Wolfe short tailed test is not satisfactory. Both 

the tests seems to be conservative in this distribution.  

Other tests satisfy the levels more or less. While consider 

the power of the tests , we observed that power of Mack-

Wolfe and Mack-Wolfe right skewed test is more than the 

other test in all the situations considered in this section.    

Table 4 and Fig. 4 displayed the empirical level and power 

of the test statistics under the logistic distribution. We 

have seen that power of Mack-Wolfe test is the highest of 

all the test considered for the study. Followed by Mack-

Wolfe Long tailed and right skewed test. Power of other 

test seems to be lower than these three tests. 

Level and power of the tests under the exponential 

distribution are shown in Table 5 and Fig. 5 . It is seen that 

except the short tailed test all other test satisfies the 

nominal levels under the null hypothesis. We have noticed 

that power of right –skewed test is more than other test in 

this distribution. It is followed by Mack-Wolfe test and 

Mack-Wolfe long tailed test. Powers of other tests are less 

than these three tests. Table 6 and Fig. 6 displayed the 

level and power of the tests under the double exponential 

distribution. It is seen that power of long tailed test is the 

highest of the entire test. Next highest power exhibits by 

Mack-Wolfe test. Then it is followed by Mack-Wolfe right 

skewed test and short tailed test and F test respectively. 

Power of other tests is less than the earlier tests. 
 

Finally, we have displayed the empirical level and power 

of the tests under the Cauchy distribution in Table 7 and 

Fig.7. Under this distribution F-test and Mack-Wolfe short 

tailed test not satisfied the nominal levels. While consider 

the power of the test we have seen than Mack-Wolfe test 

exhibits the highest power among all the test. Next highest 

power shown by Mack-Wolfe test followed by Mack-

Wolfe right skewed test. Power of other tests is much less 

than the above tests. 
 

6. CONCLUSION 
 

In conclusion we can say that if prior information 

regarding the peak of the umbrella is known it will help to 

choose the appropriate test statistic. However, overall 

performance of Mack-Wolfe (MW) test seems to the best. 

So, we can recommend this test for all distributions. If 

prior information regarding the form of the distribution are 

known, one can choose the specific type of MW-Type of 

test statistic (discuss above) suitable for that situation 
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